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Abstract
IS Implementation (or what is termed here an “implementation campaign” is risky business and the results are often surprising to implementers, users, managers and researchers.  Although research and practical experience have established some general principles, application of those principles is by no means easy nor does such application generally lead to the results we expect.  This paper argues that surprise is inherent in IS implementation because of underlying instability.  This instability shows up as inability to predict implementation success and failure. The instability is due to the fact that implementation campaigns are carried out on socio-technical systems in non-equilibrium environments.  The result is that even small or overlooked causes can have large and unpredictable effects.   This paper calls for efforts to develop and use a class of enhanced implementation methodologies built around case research methods and action research to take this inherent instability into account and to capture more detailed experience.  
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Surprises on the road to Control and Prediction in MIS
It’s a constant struggle in MIS.  Companies struggle to stay ahead of the competition, so they purchase, rent or borrow technology to assist in their competitive combat.  IT (or “IS”; we’ll use these terms interchangeably except when we want to focus on the difference between a system and the technology it is implemented in and on) professionals struggle to stay on top of the technology they are developing and using.  IT academics face the same struggle, while trying to stay on top of both the technology as well as the research about that technology and its users.  The inflationary trinity of user-developer-researcher press forward, flailing about in the sea of technological advance.  And always, each is surprised.  Not only is the individual professional unable to control the technological environment, it seems so ill-behaved, so unpredictable, so surprising.  Surprising in how fast the technology changes. Surprising in how the skills learned last year become so quickly obsolete.  Surprising that last year’s research findings are now irrelevant. What drives that surprise?  Is it technology change?  Is it social change?  

In this editorial preface, we’ll examine that question and attempt to answer it by looking at the dynamics that drive IT development.  Our central goal is to find out why we are surprised so often.  To do this we will consider prediction of success or failure of IT implementation as a measure of our understanding of implementation and try to spell out what prediction problems is a symptom of.  The purpose is not to propose how to make better predictions but to understand what contributes to the prediction problem.   The ultimate goal this would contribute to would be to increase the probability of successful implementation, by identifying causes of potential failures and addressing them. 

Specifically, IT implementation will be presented as an example of an open socio-technical system which is not at equilibrium.  Not only is everything changing, but it is changing in inherently unpredictable ways.  In this situation, prediction is a fool’s errand and surprise is the facial expression we must come to adopt regularly.  Some suggestions will be made for enhancing system development exercises through the addition of elements of action research to capture knowledge that is generally not used to understand the implementation process.
Example: implementation success prediction
To look at that question, let’s explore a bit of the history of IT.  Back in the 1980s, a research article alluded to what by then was felt to be an eternal problem in systems analysis.  This problem was that whenever a systems analyst appeared on the scene, everyone knew that change, in the form of a new or “improved” information system was going to be forced on them regardless of their feelings or actual needs.  And because of this certainty, “resistance” was a safe bet, too, despite the supposed futility of resistance.  No wonder; that was the bad old days, written about only semi-humorously by John Gall [8] in Systemantics when he stated as his “Fundamental Theorem”:  “New systems generate new problems.”  These new problems – and resistance to their solution – invariably led to implementation failure in some degree: cost and schedule overruns, user dissatisfaction, bugs, outright abandonment.
Of course things changed, but maybe not.  Bashein and Markus [3] noted that MIS practitioners and MIS users tend to see their mutual interaction in dramatically different terms.  The users see practitioners as committed to change; and users, as naturally resistant to change, by the practitioners.  This leads to distrust and low implementation success.  Bashein and Markus provided some suggestions on how to fix this, but to ask that IS people communicate better with their customers is sort of like asking politicians to live a life of humility and service.  Clearly, users will resist systems when they don’t trust the developers.  Nothing much has changed since the 1970s in this regard.  Nor are researchers convinced they know everything about resistance or acceptance, as evidenced in a recent issue of MIS Quarterly [13].
We’ve moved away from using the term “resistance”, in a possibly politically-correct tactic, and have generalized this to “implementation success”.  Over the past four decades, many other “reasons” for implementation failure have been suggested: user ignorance, lack of champions, lack of upper management support, lack of user involvement, poor or rapidly changing technology, changing user demographics, distrust, etc.  
In actual fact, the jury is still out on this.  Technology acceptance models continue to be developed and tested, in the line of TRA [1, 6, 7] as well as in others that apply the work of Rogers [12] looking at diffusion of innovation.  The goal has been prediction, but it is still remarkably difficult to predict when a particular implementation will be a passable acceptance, a stunning hit, or an abject expensive failure.  Many researchers -- and not a few in the press -- note the failures, including even the failures that didn’t occur at the close of the millennium.  As recently as 1998, Thomas Davenport suggested that the overwhelming majority of ERP efforts were failures, and that many were far worse; those we can see are the tip of the iceberg.  In fact, there are notable successes, too.  In a sense, most IS implementations are successes to some degree or another, but arguments about measures of success are difficult to achieve consensus on.
Similarly, DSS, BPR, GSS among others, have been declared failures, or at least disappointing, at one time or another.  Yet innovations such as microcomputers, client-server technologies, and the commercial Internet were unexpected successes both globally and locally.  Thus we must ask whether or not we really understand what does guide success or failure in IS.  Are there really any indicators or predictors?  More fundamentally, are there really successes or failures?  Can we really do anything to increase the probability of success of any implementation effort?  Or does the practical problem descend from research issues such as conceptualization and methodology?
The problem is not unique, of course, to IS.  Four out of five new ventures fail within five years of launch, as do new product launches.  The majority of the Mars probes have failed, and there the science is particularly well honed.  Yet fifty years out we still can’t build exactly what users want in our universe rather more limited than the distance to Mars.  What’s going on?
WHY IS IT HARD TO predict success in IS Campaigns?
The answers may come from an unexpected source.   For discussion purposes, let’s divide the world of IS implementation efforts into four types or “campaigns” distinguished by the time horizon (long-term vs. short term) and strategic breadth (cross-organizational (or beyond) vs. local.  Colloquially speaking, these dimensions distinguish the “here and now” from the “there and then” and other combinations.  

First there are the short-term system campaigns which are implementations of specific systems in specific organizations.  For instance, your average Customer Relationship Marketing implementation might consist of some off-the-shelf packages, some customization, some training, maybe some outsourcing of operations, etc.  One commonly needs to predict the success of these systems both in operational (how many users, how many customers, how many new clients, etc.) terms as well as economic terms (net present value, time to payback, etc.).  These campaigns may of course ultimately have long-term impact but they are undertaken basically to improve existing operations here and now without “disturbing the system”, so to speak.  
Second, there are strategic campaigns with strategic importance, assumed long term impact and large breadth, such as putting up websites, development of intranets or extranets, outsourcing of the IS department’s functions and so forth.  While these campaigns may involve the development or acquisition of technology, what is essential about them is that they change the way an organization functions, by building new capabilities or removing old ones.  These campaigns, for the there and then are invariably dependent on economic predictions for approval. 
Third, consider technology campaigns such as the application of GSS or DSS or ESS or ERP to organizational challenges such as decision making or communication.  These campaigns have relatively short-term implementation goals but affect not only the specific users, but also a particular intellectual function across the organization.  Not only does the system have to be built, but it has to be operated across the organization after implementation and maintained transparently.  Regardless of strategic intent, these technology campaigns cut across functional divisions.  These are there and now.

Finally, there are some campaigns that are organizational in their nature, such as that old chestnut “computerization” and the creation of an IS department.  Most large organizations have long since done this and smaller ones do this almost by default these days, but these, too, are implementation campaigns in the larger, longer sense.  These might be termed definitional campaigns, slated for the here and then. 

Figure 1 locates these four sorts of campaigns in terms of length of time and breadth of organizational impact.  Akin to McFarlan’s strategic grid [2], this typology is my own way of dividing the world of IT campaigns according to the broad sweep of time and organizational territory.  I am not insisting that all campaigns can be neatly categorized (and in fact many campaigns might end up in two or even all four categories, the complexity of IT campaigns being what it is).  The typology merely serves to focus our attention on length and breadth. 
===============
Figure 1 about here
===============
length and breadth factors in predicting iT Campaign success

Now, the question is, with what confidence can we, in advance, predict the success or failure of each of these sorts of campaigns and how can we make these predictions?  What determines that level of confidence among the four types of campaigns?  In general, how do we come to know how to make these sorts of predictions and is this knowledge worth anything?   It looks like the combination of breadth and length is a killer in terms of making accurate predictions, for a variety of reasons.  Intuitively this makes sense in any arena: having to make long-term predictions or having to make projections for success or failure across a broad range of activities is taxing to human capabilities.  But what is happening in this length and breadth that introduces uncertainties into the prediction process? 

The farther out in space the prediction (i.e., the breadth dimension) the greater the chance that more influences will come to bear on the outcome.  It is unlikely that any but the most experienced business analysts can predict the outcome of strategic campaigns if only because of the large number of relatively unruly stakeholders involved.  The farther out in time, the greater the chance that even small influences can become influential through unknown or un-researched chains of influence.  Definitional campaigns are poorly behaved for precisely this reason: by the time implementation is begun, almost any force can become influential, especially forces in the technological environment.   But what about systems campaigns.  Surely short-term, well-defined projects should exhibit low risk (especially considering McFarlan’s classic analysis method).  Why is that even these kinds of campaigns stump and surprise us in their implementation success?

Uncertainties can arise in many ways, including lack of experience, the incompleteness of our understanding of how IT is understood and used, the rapid change in both the technology and the user group as well as the business environment, and the resulting vagueness of terms that we use in our field (terms like “implementation success”, “software”, “development”, “use” have always been problematic)
But there is an alternative: It might be that the phenomena we observe cannot be treated effectively by a general assessment model of any sort, because the phenomena aren’t stable phenomena but manifestations of some underlying instability.
Inherent Instability as a source of prediction error
To understand why this might be so, consider that when we apply a decision or assessment model, we make three tacit assumptions: 
1. Operationalization:  The variables validly refer to things that are pertinent and are operationalizable.  The things themselves are “stable”
2. Parameterization: The values of the variables are relatively stable (i.e., don’t change as we observe them and remain stable for some period of time) or cycle through some predictable series of observable values or states
3. Modelability:  The relationships between the variables are similarly well behaved and similarly refer to pertinent relationships

The first assumption is simple validity in all its forms; this requirement is basic to all scientific or science-based behavior.  The other two assumptions cause the specific problems in MIS.  It may be either that there are no parameters or that these parameters and relationships are not knowable!  In what circumstances might these two disastrous conditions occur?

Perhaps it’s better to ask the questions should be reversed.  In what circumstances might these assumptions be true?  They are true only when the system of parameters and relationships represent descriptions of systems in equilibrium and when this equilibrium state can be observed without danger of moving the system out of equilibrium.  The following example, from physics, is offered as a tangible example, but there are many others.  

Newton’s Laws can safely be expressed as laws on the greater-than-atomic level because the sort of systems to which Newton’s Laws are applied are in equilibrium.  Such is the behavior of a gas in a closed container.  After some finite period of time during which the gas stays in the container, all the molecules will be moving at some average speed.  True, they are bouncing off each other, exchanging energy, and the paths they follow may be enormously complex, but there is a number T such that for all times t>T, the positions and velocities of each and every molecule of gas can be determined simply from the position and velocity parameters describing the particles at time T.  
In short, there is no role for history.  Nothing about the positions and velocities of the particles at any time after T depends on anything that went on before time T.  Hence for all x and t, px(t)=f(px (T)) [where px stands for the parameters of position or velocity of particle x].   If we represent these parameters by a sample set of numbers, what we are saying is that p goes through a series of values and then at some time in the future repeats those values.  It may take a long time, but it will happen, when a system is at equilibrium.  
Now, on the contrary, what if we observe, to simplify, a parameter m changing with these values: 3, 1, 4, 1, 5, 9, … (i.e., it just happens to be the decimal expansion of (, which, as an irrational number, does not show any structure whatsoever).

What can we conclude merely from our observations (in ignorance of the trick)?  Here is good evidence of a non-equilibrium system at work.  Unless we know that the parameter depends on the decimal expansion of ( (and we are assuming we do not in this made-up example), at no time can we ever predict the next value of the parameter.  It isn’t just that the value of the parameter is unknown.  It is essentially unknowable because there is nothing controlling it.  No model can be built, because no model can capture the forces at work.  No amount of observing and no degree of care is enough to gather the data necessary to build the model.  It’s a lost cause.  The best we can do in these cases is to make statistical predictions based on incomplete knowledge.
This has been the problem in MIS, I feel.  We simply are observing and attempting to build models of non-equilibrium situations, exhibiting what appears to be random behavior, but it is not.  While individual systems might, for brief periods of time, appear to exist in equilibrium with their environments, these appearances are illusory because the environments are themselves open systems, subject to influences we have no knowledge of or access to, and the implementation systems are themselves open and not in equilibrium.  Furthermore, we continually change it by introducing new technology with enhanced power, lower cost and, most important, different capabilities.  In fact, we may be observing merely how people learn in a turbulent environment.
Technology use is inherently non-equilibrium behavior.  That we know this intuitively is apparent in our own rhetoric:  “IT for strategic advantage” implies that business systems are disturbable (i.e., can be moved off (presumably disadvantageous) equilibriums.  Users are right; we are agents of change, just not the sort of equilibrium change of a gas in a sealed container, but the sort of paradigm shift caused by a strategic decision.  Of course, strategic thinkers have a different sort of idea in mind, don’t they: they want to move to a new equilibrium in which their firms or ideas or products are paramount.
These ideas are stimulated by a recent book entitled Ubiquity:  The science of history...or why the world is simpler than we think by Mark Buchanan [5].  The author, a Ph. D. physicist who has been a columnist for Nature, calls attention to a number of natural and social scientific surprises.  Why can’t we predict the location and intensity of earthquakes?  How is it possible for small forest fires to grow “out of control” into large ones despite our deep knowledge of the physics of combustion and the geography of terrain?  How can it be that seemingly small social movements turn into revolutions and assassinations turn into world wars?  Buchanan’s idea is these predictions are almost certain to be no better than chance because none of these systems is in equilibrium.  That is, at each moment in time, the behavior of the system is indeed the product of its entire history.  
In addition, a non-equilibrium system sometimes – and it’s not at all clear how this happens – enters a state (called the “critical state”) in which small changes can have immense “effects” because there isn’t the kind of cause-effect relationship that our science expects to encounter, where we assume history doesn’t matter.  In fact, the size of the effect may have nothing to do with an apparent cause primarily because there are no causes, or at least distinguishable parametric causes.  The cause is the whole history (“314159…”) not a specific “force”. 
An example is an election campaign.  While it’s possible to say that voter preference hinges on, say, economic or religious or social factors, in each campaign the pundits and scientists seem to have to go back to square 1 to make sense of what is happening (i.e., they have to examine the entire history).  As I write this article, the American presidential campaign is in full spate and results from the famous Iowa caucus and the New Hampshire primary have astounded the politically savvy (of one political persuasion, anyway).  While politicians spend millions on high-priced help to manage their campaigns, the results are still, despite thousands of years of experience with elections, difficult to predict.  After the fact there are lots of explanations; before hand, only speculation.  Does this sound familiar?  

Socio-Technical Systems are Rarely at Equilibrium

Stated more formally, most socio-technical systems, the specific kinds of systems we bother to study or build as Information Systems (information technology plus users) are not finite state machines (and especially not such machines with a very small number of states), but non-equilibrium systems “coming into being”.   These systems cannot be known, controlled or predicted like those at equilibrium.  We will always be surprised, sometimes positively, often negatively.  No wonder the users run away systems analysts.  No wonder ERP customers are unpleasantly surprised by the cost and lack of effectiveness of the ERP implementations.  No wonder BPR, GSS and its cousins had a hard time achieving implementation successes.  These are not examples of systems in equilibrium or technologies applied to systems in equilibrium.  It isn’t just that they are complex or involve, say, thousands of variables.  These sorts of systems are normally in a critical state, wherein the smallest influence can have the largest effect.
This is most clearly evidenced by the phenomena of human learning, strategizing, and accommodation.  People learn from themselves and one another and have experiences that others describe to them.  They develop strategies about tool use – and even strategies about strategies about too use – and then accommodate themselves to situations only to become un-accommodated at critical times.  Others see this happening, learn from it, re-strategize and re-accommodate.  Our technical systems are not merely socio-technical, they are critically socio-technical. 
WHAT CAN BE DONE?  The argument for a new campaign methodology
What is the implication of this for IS research and implementation?  Are we doomed to guesstimation, indeterminacy, vagueness?  Clearly, if Buchanan and I are right, prediction of IS success in most circumstances will continue to be difficult.  In the nearly-fifty-year history of modern information systems, change, not stability -- and structural change at that -- has been the hallmark of IS implementation. The bulk of what we research in IS concerns how people learn and adapt to new systems and the challenges that these adaptations pose to the existing order.  This is cold comfort, indeed, to practitioners looking for general principles to apply to prediction and estimation.
What is comforting is the idea that the case methodology is perfectly apt for studying non-equilibrium situations.  In this methodology, there are no inherent assumptions about equilibrium and “central tendency”.  Instead, cases seem to focus on critical states, data gathered is rich in the sense of not being limited to a predetermined set of categories, and there is an assumption of a rich context rather than a potentially oversimplified model involving only a few “forces.”   Yin’s [14] classic handbook on case study research asks “What makes an exemplary case study?”  Such studies, he maintains, are characterized by (1) significance, (2) completeness, (3) consideration of alternative perspectives, (4) sufficient evidence and (5) engagingness.  Given the non-equilibrium conditions of most IS situations, almost every case is significant, if described completely and engagingly enough.  The idea that most socio-technical systems are not at equilibrium is ample motivation to consider alternative perspectives and to collect rich evidence.  For completeness, Yin advises the researcher is “…to show … that as the analytic periphery is reached the information is of decreasing relevance to the case study” [5, pg. 148].  In non-equilibrium situations, researchers discover just how large the boundaries actually are.  That each IS campaign is unique should be taken as a given, spurring a lot of case study inquiry.  What we learn from this method, of course, is not general principles – one case cannot be generalized – but how to ask better questions.  We can more easily segregate what is stable, and hence specifiable, from what is unstable, and hence in a critical state.  From there we can determine what can be controlled and what can’t (and requires further study)
Other methods, such as action research, also lend themselves very well to the study of non-equilibrium systems.  For how apt it would be, and how satisfying it must be, to demonstrate non-expected, unexplained results obtained from small, perhaps counter-intuitive activities (especially if the results are positive!).  The basic conceptualizations of action research in IS can be found in Lau [11], Kock, McQueen and Scott [9] and Kock & Lau [10].  These papers argue for the use of a variety of action research paradigms in IS research, but an even more interesting argument is system development itself as action research.  Little can be known, but much can be experienced and the bulk of IS experience is tossed out, baby-like, with system development bathwater.  Developing an action-research-based development methodology (perhaps akin to soft systems analysis, but explicitly recognizing the non-equilibrium highly-interconnected nature of information-based socio-technical systems) would be useful.

What would such an implementation methodology look like? Case-based Action Research Implementation (CaBARI) would be built around the case study method, within an action research framework.  In this campaign methodology, a system would be seen as a system-in-development at all times.  Panels of users would be set up to report on their own “cases” of training, use, and improvement.   Parallel development of different modes of operation and use, rather than a one-size-fits-all ideal (which seems to be the mode in ERP implementation) would be the normal mode.  Evaluation of user goals would be continuous and iterative (recognizing that user goals are changing all the time).  Advocacy (in this case user advocacy rather than merely system championship) would seen as normal.  Learning on everyone’s part is seen as the goal.  
The source for this would be user and developer experience.  It is likely that the major part of what users and developers experience during and after system implementation is ignored, yet these experiences account directly or indirectly for almost all of the variance in implementation success.  Capturing that experience is the essence of applying case-based investigation techniques in the service of action research.
CaBARI doesn’t exist, of course.  In order to build methodologies like CaBARI, we would have to do considerable research and development.  That, in turn, will require us to question and re-evaluate our principles.  Too many of us are so sure of those principles that the term “software engineer” is now almost synonymous with the term “programmer.”  At least programmers recognize that they are only programming the finite state machine, not the users.  Software, in an extended sense, comprises not only the commands to the computer, but the users’ reactions to the technology and the environment, inherently open and inherently at least partly unstable.

Some researchers and most practitioners would claim that all this is behind us, that we’ve accumulated enough experience with IT over the past fifty years to establish eternal – or at least long-term – principles of design, adoption, use and evaluation.  They would claim, and I would support them, that there is little sense in throwing our hands up helplessly when there is half a century of experience with IT to sift through and draw enduring conclusions from.  Certainly our research journals practice this dictum with vigor.  Much is stable and predictable. At the macro level, the amazing performance of Western economies over the past fifteen years has been powered by successful implementation and employment of IT.  
Be that as it may, it is a sign of a measure of instability that others note with some irony that all is not smooth on the disciplinary front [4]; the definitional “crisis” in information systems continues and reflects our continuing unfamiliarity with our core set of reference phenomena and methods of study.  And this research experience is corroborated by our practical experience.  While some aspects of system development can be cooked recipe-like, the advance of IT into previously unexpected domains (such as strategic action, electronic commerce, and knowledge management) continually strains our ability to comprehend, never mind perform, systematic research and apply it to rapidly changing phenomena.  And the trend, in the past ten years, towards adopting qualitative research methods shows that refining the question has become as important as answering it.  We progress even as we recognize how complex the set of phenomena we are observing has become.
SUMMARY
The central player in this essay is instability and its role in reducing our understanding of IT implementation.  The measure of the lack of understanding is the difficulty we implementers have in predicting the success or failure of individual implementation campaigns.  We have argued that inherent instability stems from a variety of sources (most notably from the lack of equilibrium) and seriously impairs implementers’ and researchers’ abilities to derive and apply rules of implementation.  This, in turn, leads to the understanding difficulties that show up in poor predictions.  Finally, in order to help during this period of instability (which might last forever!), we propose that implementation campaign methodologies develop ways to integrate case study and action research paradigms to gather and analyze – and thus learn from – implementation and post-implementation user and developer experience.  The actual form and substance of such Case-Based Action Research Implementation (CaBARI) methodologies remains the subject of research itself.  

Regardless of the paradigms and methodologies for research and development, it’s clear that JITCA has an enormous contribution to make, if only towards recognizing the truth: Most information socio-technical systems are far from equilibrium.  We dine out on this factoid, now we should practice it.
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